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Abstract 
This article explores the economic dimensions of disinformation generated by artificial intelligence (AI) and 

its implications for academic freedom. As AI becomes increasingly adept at producing and synthesizing 

credible yet false content, the economic motivations for misinformation dissemination and consumption 

could significantly increase. The article examines the dual nature of AI in generating and combating 

disinformation, and its potential economic impact, particularly in academic environments, where the 

pursuit of truth is fundamental. The economic implications are vast, affecting not only the cost of 

information verification but also the value of academic credibility, undermining academic integrity and 

freedom in an era when AI can both distort and defend the truth.  The article provides an overview of the 

economic impact of AI-generated disinformation on academic freedom and proposes strategies to safeguard 

the integrity of academic discourse in the digital age. 

 

In our digital age, the rapid advancement of artificial intelligence (AI) has led to significant 

breakthroughs in information creation, dissemination, and market adoption. However, this 

progress comes with challenges, notably the emergence and proliferation of AI-generated 

disinformation. This threatens various sectors of society, including academia. The purpose of this 

article is to explore the implications of AI-generated disinformation, with a particular focus on its 

economic impact on the academic sector. By examining the technological advancements that have 

enabled the creation of such sophisticated disinformation and examining the economic 

ramifications for colleges and universities, this article seeks to provide an overview of this 

modern challenge. 

AI-generated disinformation refers to the use of advanced algorithms and machine learning 

techniques to create and spread false or misleading information. This technology has evolved 

from simple automated text generation to more complex forms such as deepfakes, which are 

hyperrealistic synthetic media portraying events or speeches that never actually occurred 

(Nightingale and Farid 2022). The sophistication of these AI tools has reached a point where it is 

becoming increasingly difficult to distinguish between real and fabricated content, posing 

significant challenges to information integrity (Vaccari and Chadwick 2020). This phenomenon 
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not only distorts public discourse but also manipulates factual understanding, which is 

particularly problematic in academic settings, where the pursuit of truth and the maintenance of 

factual accuracy are of utmost importance. As we well know, academics rely heavily on the 

integrity of information for research, teaching, and public engagement (Borel 2018). 

The rise of AI-generated disinformation has significant economic implications for the 

academic sector. Institutions are increasingly compelled to invest in advanced detection tools and 

training for staff and students to identify and combat false information. The cost of these efforts 

is considerable, not only in financial terms but also in terms of time and attention that could 

otherwise be directed toward academic pursuits (Marsden and Meyer 2019). Furthermore, the 

spread of disinformation can damage the reputation of academic institutions, leading to a 

potential decline in student enrollment, funding opportunities, and public trust. The economic 

impact is also felt in the erosion of the foundational trust that is essential for the academic 

community to function effectively and for research to have a meaningful impact on society 

(Spitale, Biller-Andorno, and Germani 2023). 

 

The Evolution of AI-Generated Disinformation 

Disinformation is hardly new, but the involvement of AI in its creation and propagation marks 

an important turning point. Technological advancements in AI have enabled the automation and 

scaling of disinformation campaigns, making them more efficient and difficult to detect 

(Bontridder and Poullet 2021). AI algorithms have evolved from basic text generators to 

sophisticated systems capable of creating realistic and convincing content. This evolution has 

been marked by significant milestones, such as the development of natural language processing 

techniques that enable AI to write convincing fake news articles or generate fake social media 

posts (Borel 2018). The sophistication of these technologies signifies a substantial leap from earlier 

forms of disinformation, presenting new challenges in discerning factual content from false. 

One of the most alarming developments in AI-generated disinformation is the emergence of 

deepfakes and synthetic media. Deepfakes are hyperrealistic digital manipulations of audio and 

video content, made possible by advanced AI techniques like deep learning and neural networks. 

These technologies allow for the creation of video and audio recordings that can convincingly 

depict individuals saying or doing things they never said or did. The potential of deepfakes to 

spread disinformation is immense, as they can be used to create false narratives and manipulate 

public opinion on a large scale. The implications of this technology are particularly concerning 

for the academic sector, where the integrity of information is crucial. Deepfakes pose a threat not 

just to the perception of truth in public discourse but also to the credibility of academic research 

and publications. The challenge lies in developing effective methods to detect and combat these 

sophisticated forms of AI-generated media while preserving academic freedom and integrity 

(Vaccari and Chadwick 2020). 
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Economic Impact of AI-Generated Disinformation 

The economic implications of countering AI-generated disinformation in academia are complex, 

involving both direct and indirect costs and broader societal trust. Understanding the 

ramifications of misinformation on academic freedom necessitates delineating between 

accounting and economic costs. Accounting costs encompass both direct and indirect 

expenditures incurred by academic institutions in addressing and rectifying misinformation. 

These expenditures encompass resources and time allocated to debunking false claims, revising 

affected research publications, and investigating instances of academic misconduct stemming 

from misinformation.  

Conversely, economic costs extend beyond immediate expenses to encompass broader 

financial implications. These include loss of credibility resulting in reduced funding, missed 

research opportunities, diminished productivity, and potential legal ramifications. Given these 

considerations, establishing a model to estimate the holistic economic cost of misinformation on 

academic freedom becomes imperative. 

For instance, consider an academic institution allocating funds to direct costs (CDirect) for anti-

disinformation measures comprising technology investment CT, personnel training CP, and 

system maintenance CM. The total direct cost is then represented as 

 

CDirect =  CT+ CP+ CM (1) 

 

Furthermore, each of these factors contributes to the CDirect could be split into the cost of 

detection CDet, and the cost of mitigation CMit. Our model then expands to 

 

CDirect = (CTDet+CTMit) + (CPDet+CPMit) + (CMDet + CMMIT)  (2) 

 

Indirect costs, however, encompass the opportunity cost O of reallocating resources from 

primary academic activities to combating disinformation. Additionally, there is a reputational 

risk cost R that could lead to a decrease in student enrollment and funding. We define these 

variables as follows: 

 

Opportunity Cost (O) 

This is the cost associated with the alternatives forgone when resources (such as time, money, 

and effort) are allocated to a specific activity, such as, in this case, combating disinformation. In 

an academic setting, opportunity cost might involve the reallocation of resources away from core 

activities like teaching, research, and community engagement toward efforts to detect, mitigate, 

and manage disinformation. 
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Reputational Risk Cost (R) 

This refers to the potential loss an organization, like an academic institution, might face due to 

damage to its reputation. This cost can manifest in various forms, such as reduced student 

enrollment, decreased funding opportunities, loss of partnerships, and a decline in donations. It 

is a quantifiable financial impact resulting from a damaged reputation. 

  

The total indirect cost is thus 

 

CIndirect = O+R (3) 

 

Therefore, the total accounting cost CTotal  to an academic institution in combating 

disinformation is 

 

CTotal = CDirect+ CIndirect (4) 

 

As indicated earlier, this economic burden extends beyond academia into society, as it 

impacts democracy, social justice, international cooperation, and global problem-solving, 

necessitating a collaborative approach to develop effective counter-disinformation strategies. AI-

generated disinformation significantly erodes public trust and the credibility of academic 

institutions. When institutions are linked to false information, this undermines public confidence, 

leading to long-lasting economic repercussions. As highlighted by Giovanni Spitale, Nikola 

Biller-Andorno, and Federico Germani (2023), the “infodemic” associated with AI-generated 

disinformation can lead to a decline in public confidence, affecting societal stability. The trust 

index T, a measure of institutional credibility, is inversely related to the economic impact 

resulting from the loss of trust. For this article, I define this variable as 

 

Public Trust and Institutional Credibility 

This concept is broader and encompasses the overall perception and confidence that the public, 

including students, faculty, alumni, and others, have in an institution. It is about the institution’s 

trustworthiness, reliability, and integrity. While a loss in public trust and credibility can certainly 

lead to reputational risk costs, it also has implications beyond financial ones. A decline in trust 

can affect the morale of students and staff, alter the institution’s influence in academic and policy 

discussions, and impact long-term strategic relationships. Public trust and institutional credibility 

can be indirectly measured through changes in funding (donations), student enrollment, and 

research output, and could be expressed as 

ET = f(ΔT) (5) 
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Equation (6) estimates the impact on public trust and institutional credibility and could be 

expressed as the original value of the institution VOriginal multiplied by the percentage change in 

trust (ΔT), but when experiencing a decrease, public trust and institutional credibility would be 

negative. We can therefore express it as 

 

ET = VNew = VOriginal × (1−DTrust) (6) 

 

Let’s put these mathematical expressions to good use with a hypothetical example to illustrate 

the economic impact of misinformation on academic freedom. 

Hypothetical case: USA Global University, renowned for its science and technology 

programs, has faced a significant misinformation incident. False allegations about the quality of 

its research have been circulated online, severely impacting its reputation. 

Here is an economic impact analysis using simplified formulas: 

1. Direct Costs (CDirect): 

CT: $8,000 in AI-based detection software. 

CP: $10,000 in training faculty and staff. 

CM: $5,000 in maintaining the new systems. 

Then, C{Direct} = $8,000 + $10,000 + $5,000 = $23,000. 

 

2. Indirect Costs (CIndirect): 

O: Redirecting 150 staff hours from research to misinformation management, at an 

average hourly rate of $40 => 150 × $40 = $6,000. 

R: Estimated 5% decrease in student enrollment and funding, from an annual 

revenue of $100 million => R = 5% × $100,000,000 = $5,000,000. 

 

3. Total Indirect Cost: C{Indirect} = $6,000 + $5,000,000 = $5,006,000. 

 

4. Total Accounting Cost (CTotal) = $23,000 + $5,006,000 = $5,029,000. 

 

5. Impact on Public Trust and Institutional Credibility: 

Change in Trust Index (ΔT): The survey indicates a 7% decline in public trust. 

Economic Impact (ET): ET = VOriginal × (1−ΔT), with VOriginal being the original value of 

the university. 

 

Assuming V{Original} = $200,000,000 

then, ET = $200,000,000 × (93%) = $186,000,000. 
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In this hypothetical case, the university faced a substantial economic burden due to 

misinformation, totaling $5,029,000 in direct and indirect costs. Additionally, the decline in public 

trust reduced the institution’s perceived value by $14 million, from $200 million to $186 million. 

This case exemplifies the profound financial and trust-related impacts of misinformation on 

academic institutions. 

 

Academic Freedom at Stake 

Academic integrity, the cornerstone of scholarly work, is severely threatened by AI-generated 

disinformation. The ease and sophistication with which AI can create credible but false 

information undermine the trustworthiness of academic sources and publications. Researchers 

must now navigate an increasingly complex information landscape where distinguishing 

between legitimate and falsified data becomes more challenging. The financial and resource 

burden of combating disinformation adds another layer of challenge. This redirection of resources 

can hinder the progress of genuine research and innovation, impacting the overall quality and 

quantity of scholarly output. 

The impact of disinformation extends beyond the practical aspects of research; it also shapes 

the very discourse and nature of academic freedom (Altbach 2001). Disinformation can polarize 

academic debates, influence research agendas, and even pressure institutions and researchers to 

conform to particular narratives or viewpoints. This manipulation of academic discourse 

undermines the autonomy of scholars and academic institutions, constraining their ability to 

engage in free and open inquiry. 

 

Regulatory and Policy Perspectives 

Current regulatory measures regarding AI and disinformation are in various stages of 

development and implementation across the globe. Chris Marsden and Trish Meyer (2019) 

highlight the increasing prevalence of AI in disinformation initiatives and the resultant need for 

regulation that addresses both the technological and ethical implications of this trend. They 

discuss various regulatory approaches, ranging from self-regulatory to legislative measures, 

emphasizing the need for frameworks that enhance accountability and transparency in AI 

applications. These regulations are critical in the context of academic freedom, as they set the 

boundaries within which AI can be used for information dissemination without infringing on 

academic integrity (Marsden and Meyer 2019). 

The challenge in regulating AI-generated disinformation lies in balancing the control of 

misinformation with the preservation of freedom of expression. Jesús Aguerri and Mario 

Santisteban (2022) point out that AI tools used to detect and remove false information may 

inadvertently encroach upon freedom of expression. This is especially relevant in academic 

settings, where the freedom to explore and express diverse and sometimes controversial ideas is 

fundamental. The authors argue that this balance can be achieved by ensuring that AI systems 
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used in this context are programmed with a nuanced understanding of the content they are 

regulating, respecting the fine line between legitimate and illegitimate restrictions on speech 

(Aguerri and Santisteban 2022). 

 

Ethical Considerations 

The use of AI in information dissemination presents several ethical challenges. First, there is the 

issue of authenticity and trust. AI’s capability to create realistic but misleading content challenges 

the fundamental principle of truth in communication. This raises questions about the ethical 

responsibility of those who develop and deploy such technologies. Furthermore, there are 

concerns about the potential misuse of AI for malicious purposes, such as manipulating public 

opinion or academic research, which could have far-reaching consequences on society and 

democracy. Another ethical dilemma involves the balance between the benefits of AI in enhancing 

information dissemination and the risk of infringing on individual rights, such as privacy and 

freedom of expression. As AI becomes more sophisticated in analyzing and generating content, 

it raises concerns about surveillance and the potential for censorship or biased representation of 

information. 

As custodians of knowledge and truth, academic institutions are uniquely positioned to lead 

the way in developing ethical guidelines and standards for AI use in information dissemination. 

Benjamin Lange and Theodore Lechterman (2021) emphasize the importance of academia in 

contributing to the ethical discourse around AI. They argue that academic researchers and 

institutions should be at the forefront of exploring and establishing ethical practices for AI use, 

ensuring that these technologies are developed and employed in ways that uphold academic 

integrity and societal values (Lange and Lechterman 2021). 

 

Case Studies and Real-World Examples 

One notable instance of AI-generated disinformation affecting the academic landscape is the 

emergence of deepfakes in scientific research. For example, manipulated videos that inaccurately 

depict scientific experiments or results can lead to misinformation spreading rapidly within the 

academic community. This not only tarnishes the reputation of the institutions involved but also 

misleads ongoing research efforts, leading to financial losses and misallocated resources. In the 

economic sphere, AI-generated disinformation has been used to manipulate stock markets. There 

have been instances where false information about companies, generated by sophisticated AI 

algorithms, has been released to the public, leading to artificial inflation or deflation of stock 

prices. This not only affects the companies directly involved but also impacts investor trust and 

the overall integrity of financial markets. 

The challenges posed by AI-generated disinformation have led to the development of several 

mitigation strategies. Michael Yankoski, Tim Weninger, and Walter Scheirer (2020) discuss the 

importance of developing AI early warning systems to monitor and counteract the spread of 
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disinformation. These systems use AI algorithms to detect patterns indicative of disinformation 

campaigns, allowing for timely intervention (Yankoski, Weninger, and Scheirer 2020). Other best 

practices include the incorporation of digital literacy education in academic curricula to empower 

students and researchers with the skills to identify and critically evaluate disinformation. 

Collaborative efforts between academia, industry, and government agencies are also crucial in 

developing comprehensive strategies to combat disinformation. This includes sharing 

knowledge, resources, and best practices across sectors. 

 

Future Directions and Recommendations 
As academic institutions grapple with the challenges posed by AI-generated disinformation, it is 

imperative to develop and implement strategies that effectively address these issues. This section 

outlines strategies for academic institutions and provides recommendations for policy, 

technology, and education aimed at mitigating the economic impacts of disinformation. 

Academic institutions must take a proactive stance in adapting to the challenges posed by AI-

generated disinformation, pursuing strategies such as these: 

• Incorporate digital literacy into the curriculum. Students and faculty need to be equipped 

with skills to identify and critically assess disinformation. 

• Invest in advanced detection tools that can identify AI-generated disinformation, including 

software that can detect deepfakes and other forms of synthetic media.  

• Encourage open access to research and publications, which can help create a transparent 

academic environment where information can be verified and authenticated more easily. 

• Establish partnerships with tech companies, other academic institutions, and government 

bodies, which can lead to the development of more robust solutions to combat disinformation. 

The following policy, technology, and education recommendations can mitigate economic 

impacts: 

• Governments and regulatory bodies need to develop policies that address the creation and 

spread of AI-generated disinformation. This includes laws that hold creators and 

disseminators of false information accountable while protecting freedom of speech. 

• Continuous investment in developing technologies that can effectively detect and counter AI-

generated disinformation is crucial. This includes leveraging AI to combat disinformation, 

improving content verification processes, and enhancing the security of information systems. 

• Education systems should include modules that address the ethical use of AI and the impacts 

of disinformation. This education should extend beyond academic institutions to reach the 

general public, enhancing societal resilience against disinformation. 

• Collaboration between academia, industry, and government is necessary for sharing 

resources, knowledge, and best practices. This collaborative approach can lead to the 

development of more holistic and effective strategies to combat AI-generated disinformation. 
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Recent research has identified several limitations and opportunities in deepfake text 

detection, emphasizing the need for robust and generalizable defenses against such AI-generated 

content. Tools for detecting deepfake texts, including graphical and textual deepfakes, have been 

developed, but they face challenges in real-world applicability and robustness against evolving 

AI technologies (Pu et al. 2023; Li et al. 2023; Zhong et al. 2020; Vora et al. 2023; Chong et al. 2023; 

Zhou and Lim 2021). 

In parallel, digital literacy and critical thinking skills must be enhanced. Studies have shown 

the importance of integrating digital literacy into educational curricula at all levels to develop 

critical thinking and problem-solving skills. This involves adapting teaching strategies to foster 

information literacy, critical thinking, and effective communication in digital classrooms (Vodă 

et al. 2022; Kong 2014; George-Reyes, Rocha Estrada, and Glasserman-Morales 2021; Amin, 

Adiansyah, and Hujjatusnaini 2023). 

 

This article has explored the complex economic impacts of AI-generated disinformation on 

academic freedom, highlighting the urgent need for a comprehensive and multidisciplinary 

approach to address these challenges effectively. AI-generated disinformation has significant 

economic implications for academic institutions. The cost of combating disinformation is 

substantial, requiring investments in technology and human resources. This financial burden 

diverts funds from educational and research purposes, impacting the overall quality of academic 

output. Furthermore, the spread of disinformation threatens the foundation of academic 

integrity, undermining the trust and credibility essential for scholarly work. The ability of 

academic institutions to foster an environment of free and open inquiry is compromised, posing 

a significant threat to academic freedom.  

Addressing the challenges posed by AI-generated disinformation necessitates a 

multidisciplinary approach that encompasses technology, policy, ethics, and education. 

Technological solutions are needed to detect and counter disinformation effectively. 

Concurrently, policy and ethical considerations must guide the development and application of 

these technologies, ensuring that they are used responsibly and do not infringe on academic 

freedom or freedom of expression. Educational initiatives are crucial in equipping students, 

faculty, and the wider community with the skills necessary to identify and critically assess 

disinformation. The discussions and recommendations presented in this article are supported by 

recent research, offering a comprehensive framework for understanding and addressing the 

economic impacts of AI-generated disinformation on academic freedom.  

The threat posed by AI-generated disinformation to academic freedom is both real and 

significant, with substantial economic ramifications. Tackling this threat requires a coordinated 

effort that blends technological innovation with ethical, policy, and educational initiatives. Only 

through such a multidisciplinary approach can academic institutions hope to preserve the 
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integrity of academic work and maintain the freedom essential for pursuing knowledge in the 

digital age. 

 

Jorge N. Zumaeta is senior director of academic planning and accountability and adjunct professor in the 

College of Business at Florida International University. He has been a Fulbright research scholar in 

economics and a senior research associate at Duke University, as well as a senior economic and policy 

analyst for the Workforce Development System–Region 23 and the Florida Department of Labor.  

 

References 

Aguerri, J. C., and M. Santisteban. 2022. “The Algorithmic Responses to Disinformation: A  

Suitable Pathway?” Justice Power and Resistance 5, no. 3: 299–306. 

Altbach, P. 2001. “Academic Freedom: International Realities and Challenges.” Higher Education  

41: 205–19. 

Amin, A. M., R. Adiansyah, and N. Hujjatusnaini. 2023. “The Contribution of Communication  

and Digital Literacy Skills to Critical Thinking.” Jurnal Pendidikan Sains Indonesia 11, no.  

3: 697–712. 

Bontridder, H., and Y. Poullet. 2021. “The Role of Artificial Intelligence in Disinformation.” Data  

& Policy 3: e32. 

Borel, B. 2018. “Clicks, Lies, and Videotape.” Scientific American 319, no. 4: 38–43. 

Chong, A. T. Y., H. N. Chua, M. B. Jasser, and R. T. Wong. 2023. “Bot or Human? Detection of  

DeepFake Text with Semantic Emoji Sentiment and Linguistic Features.” In 2023 IEEE  

13th International Conference on System Engineering and Technology (ICSET), 205–10.  

Piscataway, NJ: Institute of Electrical and Electronics Engineers. 

George-Reyes, C. E., F. J. Rocha Estrada, and L. D. Glasserman-Morales. 2021. “Interweaving  

Digital Literacy with Computational Thinking.” In Ninth International Conference on  

Technological Ecosystems for Enhancing Multiculturality (TEEM’21), 13–17. New York:  

Association for Computing Machinery. 

Kong, S. C. 2014. “Developing Information Literacy and Critical Thinking Skills through  

Domain Knowledge Learning in Digital Classrooms: An Experience of Practicing  

Flipped Classroom Strategy.” Computers & Education 78: 160–73. 

Lange, B., and T. M. Lechterman. 2021. “Combating Disinformation with AI: Epistemic and  

Ethical Challenges.” In 2021 IEEE International Symposium on Technology and Society  

(ISTAS), 1–5. Piscataway, NJ: Institute of Electrical and Electronics Engineers. 



 

 

11  Economics of Disinformation 

Jorge N. Zumaeta 
 

 

Li, Y., Q. Li, L. Cui, W. Bi, L. Wang, L. Yang, et al. 2023. “Deepfake Text Detection in the Wild.”  

arXiv preprint. https://ar5iv.labs.arxiv.org/html/2305.13242.  

Marsden, C., and T. Meyer. 2019. “Regulating Disinformation with Artificial Intelligence: Effects  

of Disinformation Initiatives on Freedom of Expression and Media Pluralism.” European  

Parliament. https://op.europa.eu/en/publication-detail/-/publication/b8722bec-81be-11e9 

-9f05-01aa75ed71a1. 

Nightingale, S. J., and H. Farid. 2022. “AI-Synthesized Faces Are Indistinguishable from Real  

Faces and More Trustworthy.” Proceedings of the National Academy of Sciences 119, no. 8:  

e2120481119. 

Pu, J., Z. Sarwar, S. M. Abdullah, A. Rehman, Y. Kim, P. Bhattacharya, et al. 2023. “Deepfake  

Text Detection: Limitations and Opportunities.” In 2023 IEEE Symposium on Security and  

Privacy (SP), 1613–30. Piscataway, NJ: Institute of Electrical and Electronics Engineers. 

Spitale, G., N. Biller-Andorno, and F. Germani. 2023. “AI Model GPT-3 (Dis)informs Us Better  

Than Humans.” arXiv preprint. https://arxiv.org/abs/2301.11924.  

Vaccari, C., and A. Chadwick. 2020. “Deepfakes and Disinformation: Exploring the Impact of  

Synthetic Political Video on Deception, Uncertainty, and Trust in News.” Social Media +  

Society 6, no. 1: 2056305120903408. 

Vodă, A. I., C. Cautisanu, C. T. Grădinaru, and G. H. S. M. de Moraes. 2022. “Exploring Digital  

Literacy Skills in Social Sciences and Humanities Students.” Sustainability 14, no. 5: 2483. 

Vora, V., J. Savla, D. Mehta, A. Gawade, and R. Mangrulkar. 2023. “Classification of Diverse AI  

Generated Content: An In-Depth Exploration Using Machine Learning and Knowledge  

Graphs.” http://dx.doi.org/10.21203/rs.3.rs-3500331/v1. 

Yankoski, M., T. Weninger, and W. Scheirer. 2020. “An AI Early Warning System to Monitor  

Online Disinformation, Stop Violence, and Protect Elections.” Bulletin of the Atomic  

Scientists 76, no. 2: 85–90. 

Zhong, W., D. Tang, Z. Xu, R. Wang, N. Duan, M. Zhou, et al. 2020. “Neural Deepfake Detection  

with Factual Structure of Text.” arXiv preprint. https://arxiv.org/abs/2010.07475.  

Zhou, Y., and S. N. Lim. 2021. “Joint Audio-Visual Deepfake Detection.” In Proceedings of the  

IEEE/CVF International Conference on Computer Vision, 14800–14809. Piscataway, NJ:  

Institute of Electrical and Electronics Engineers. 

https://ar5iv.labs.arxiv.org/html/2305.13242
https://op.europa.eu/en/publication-detail/-/publication/b8722bec-81be-11e9-9f05-01aa75ed71a1
https://op.europa.eu/en/publication-detail/-/publication/b8722bec-81be-11e9-9f05-01aa75ed71a1
https://arxiv.org/abs/2301.11924
https://arxiv.org/abs/2010.07475

